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In analogy to visual object recognition, proposals have beenmade that auditory object recognition is organized by
sound class (e.g., vocal/non-vocal, linguistic/non-linguistic) and linked to several pathways or processing streams
with specific functions. To test these proposals, we analyzed temporal lobe activations from 297 neuroimaging
studies on vocal, musical and environmental sound processing. We found that all sound classes elicited activa-
tions anteriorly, posteriorly and ventrally of primary auditory cortex. However, rather than being sound class
(e.g., voice) or attribute (e.g., complexity) specific, these processing streams correlated with sound knowledge
or experience. Specifically, an anterior stream seemed to support general, sound class independent sound recog-
nition and discourse-level semantic processing. A posterior stream could be best explained as supporting the em-
bodiment of sound associated actions and a ventral stream as supportingmultimodal conceptual representations.
Vocalizations andmusic engaged these streams evenly in the left and right hemispheres, whereas environmental
sounds produced a left-lateralized pattern. Together, these results both challenge and confirm existing proposal
of temporal lobe specialization. Moreover, they suggest that the temporal lobe maintains the neuroanatomical
building blocks for an all-purpose sound comprehension system that, instead of being preset for a particular
sound class, is shaped in interaction with an individual's sonic environment.

© 2012 Elsevier Inc. All rights reserved.
Introduction

Sound perception results from the analysis of air pressure waves
originating from moving or vibrating objects in the environment.
Given that the number of such objects is typically greater than one,
the pressurewaves that arrive at the ear are highly complex and require
sophisticated processing mechanisms to enable sound comprehension.
Research into these mechanisms revealed initial projection of sound in-
formation from the ear to subcortical centers and then onto the primary
auditory cortex in Heschl's gyrus. From there, sound information enters
a complex system extending anteriorly, posteriorly and ventrally into
the temporal lobe. This system presumably comprises sound class and
attribute specific processing modules.
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Sound class specific processing has been postulated for the superior
temporal gyrus and sulcus (STG/STS) (Belin et al., 2000; Fecteau et al.,
2004; Schirmer and Kotz, 2006). Comparisons of human vocalizations
and speech with non-vocal sounds revealed activations in the anterior
and mid STG/STS that are stronger in the right than in the left hemi-
sphere. Thus, some hold that anterior and mid STG/STS are specialized
for the processing of auditory information from conspecifics (Belin,
2006; Petkov et al., 2009). A second traditional notion is that the left-
hemisphere is specialized for the processing of speech or linguistically
relevant sounds, whereas the right hemisphere is specialized for the
processing of music. This notion arose from evidence that left hemi-
sphere lesions (e.g., Wernicke's area in the posterior superior temporal
cortex) disturb language functions (Wernicke, 1874), whereas right
hemisphere lesions disturb musicality (Confavreux et al., 1992; Peretz
et al., 1997).

The processing of sound attributes, such as what, where, and how
information, has been linked to dedicated pathways extending from
the auditory cortex (Belin and Zatorre, 2000; Rauschecker and Tian,
2000; Zatorre et al., 2002). One such pathway reaches along the STG/
STS into the temporal pole. It was identified in electrophysiological re-
cordings in non-human primates (Romanski et al., 1999; Tian et al.,
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2001) and subsequently replicated in human functional neuroimaging
studies (Alain et al., 2001; Arnott et al., 2005; De Santis et al., 2007; for
a meta-analysis of human work see Arnott et al., 2004; DeWitt and
Rauschecker, 2012). Because of its sensitivity to recognizable or intel-
ligible sounds it appeared important for auditory “what” processing
(Scott et al., 2000) and was consequentially termed the auditory
“what” pathway. Moreover, because its anterior extension was found
to correlate with acoustic complexity and combinatory processing de-
mands, some proposed that it serves sound structure building relevant
for the analysis of sound sequences such as words, spoken sentences
or musical phrases (DeWitt and Rauschecker, 2012; Friederici, 2012;
Lau et al., 2008).

A second pathway extends from auditory cortex posteriorly to the
angular gyrus including temporal plane and planum polare. Given its
role in sound localization (Rauschecker and Tian, 2000), it was termed
the “where” pathway. However, other processes, apart from sound lo-
calization depend on posterior STG and thus other functions have
been proposed. For example, lesions toWernicke's area within the pos-
terior STG result in difficulty to access wordmeaning (Wernicke, 1874)
suggesting a role of this region in lexical and/or semantic processing.
Accordingly, one proposal is that the posterior STG supports sound-to-
meaning transformations (Lau et al., 2008). Another proposal is that
posterior STG enables the analysis of spectral changes relevant for
sound identification (Belin and Zatorre, 2000). Lastly, some researchers
propose the posterior pathway to interface sound perception with
motor and somatosensory representations in the frontal and parietal
lobes and to supportmotor and sensory prediction during auditory per-
ception and vocal production (Friederici, 2012; Rauschecker and Scott,
2009).

A third pathway extends from the auditory cortex ventrally into
the middle temporal gyrus (MTG) and the temporo-parietal junction.
This pathway was first postulated by Hickok and Poeppel (2000). In a
literature review, these authors observed that brain lesion and neuro-
imaging work implies a left-lateralized mid/posterior MTG contribu-
tion to semantic processing. Thus, Hickok and Poeppel concluded
that the mid/posterior MTG forms the extension of a ventral pathway,
which supports the mapping of sound-based lexical representations
on semantic knowledge stored elsewhere in the brain. This proposal
received support from multiple subsequent studies. Moreover, recent
reviews of this work and other work related to speech processing
(Friederici, 2012; Price, 2010) highlighted the role of a ventral path-
way in meaning analysis albeit reporting an overlap of this pathway
with other language functions.

Taken together, existing work suggests a range of functional sub-
divisions within the temporal lobe. Although each of these divisions
is founded on a supporting body of evidence, the latter often comes
from specifically designed studies andmay not fully consider other, po-
tentially conflicting, work. Moreover, existing evidence is likely com-
promised by the many limitations of current neuroimaging research
including underpowered designs, a prevalence of false positive results
and a lack of direct replication (Yarkoni et al., 2010). Therefore, models
of auditory processing and temporal lobe function need to also consider
larger scale evidence as is afforded by a meta-analysis of published
work.

Here, we set out to provide such evidence. In a comprehensive liter-
ature search, we identified 297 relevant studies that employed human
vocalizations, music and inanimate environmental sounds and that
found activations in the temporal lobe. Activations elicited to human
vocalizations and music were classified into four levels of structural
complexity ranging from low (e.g., syllables/tones) to high complexity
(e.g., discourse/orchestral pieces). Using activation likelihood estimation
(Eickhoff et al., 2009; Turkeltaub et al., 2002), we determined conver-
gence in brain activation for the different sound classes and complexity
levels. Moreover, we contrasted activations elicited by human vocaliza-
tions with those of music and environmental sound and we contrasted
activations associated with different levels of structural complexity.
Through these analyses, we hoped to identify voice, speech or music
specialized regions and shed light on some of the proposed sound pro-
cessing pathways.

Methods

Data collection

The positron emission tomography (PET) and functional magnetic
resonance imaging (fMRI) studies included in the present meta-
analysis fulfilled the following criteria. They were published in English,
conducted in healthy, young ormiddle-aged adults, used auditory stim-
uli, and reported whole brain contrasts with peak activations in the
temporal lobe. Studies presenting auditory information concurrently
with information in other modalities were excluded, unless the authors
analyzed auditory processing separately.

The relevant studies were identified in two steps. First, we searched
the BrainMap database (http://www.brainmap.org/; Laird et al., 2005)
for studies involving auditory stimulation that elicited activity in the
temporal lobe. Second, we conducted a PubMed search limited to arti-
cles published before August 31 2010. The keywords (intonation OR
prosody OR prosodic OR vocal OR voice OR speech OR vocalization OR
vocalisation OR vocalizations OR vocalisations) were used for identifying
articles on the perception of humanvocalizations. The keywords (animal
OR primate OR animals OR primates OR mammal OR mammals) AND
(vocalization OR vocalisation OR call OR sound OR sounds OR vocal OR
vocalizations OR vocalisations) were used for identifying articles on the
perception of non-human animal vocalizations. The keywords (music
ORmusical) and (sounds OR tones OR sound OR tone)were used for iden-
tifying studies on the perception of music and other sounds, respective-
ly. To restrict our search to fMRI or PET studies, we always combined
these keywords with the following search terms: (fMRI OR functional
magnetic resonance imaging OR functional neuroimaging OR PET OR
positron emission tomography).

Data set

As the number of studies on animal vocalizations was small (16),
animal vocalizations were excluded from this meta-analysis. Likewise
excluded were comparisons that involved mixed sound categories
(e.g., that combined the presentation of animal vocalizations and envi-
ronmental sounds) and artificiallymodified vocalizations that no longer
sounded as coming from a human (e.g., noise vocoded speech). The
final data set comprised 297 studies, 52 using PET, 244 using fMRI,
and one using both PET and fMRI (see Supplementary materials). As
the majority of peak activations (71.5%) were specified in Talairach
space and space conversions are not without problems, we aimed at re-
ducing noise by converting the smaller number of peak activations
specified in MNI (Montreal Neurological Institute) space to Talairach
space. Space conversion was achieved using the brainmap toolbox
(http://brainmap.org/icbm2tal/). All activations were positive.

For analysis purposes, we specified three factors and sorted all con-
trasts according to these factors. The first factor was called Sound Class
and comprised three levels: (1) human vocalizations, (2) music, and
(3) environmental sounds. The level human vocalizations included in-
telligible spoken syllables, words, sentences, discourse as well as purely
vocal sounds (e.g., humming or affective bursts). Studies providing acti-
vations for the latter kind of stimuli were very small (5). Thus, they
were not analyzed separately but simply folded into the main analysis
of human vocalizations. This analysis and an analysis excluding these
few activations revealed comparable results. The level music included
individual tones, simple melodies, harmonies and orchestral pieces.
The level environmental sounds included noise and sounds produced
by natural events or objects in the environment.

The second factor was called Contrast Category and comprised four
levels: (1) stimulus vs rest, (2) stimulus vs different stimulus from the
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same sound class (e.g., spoken sentences vs. spokenwords), (3) stimulus
vs stimulus from a different sound class (e.g., vocalizations vs music),
and (4) stimulus in one task vs the same stimulus in another task
(e.g., vocalizations during speaker sex vs phoneme categorization).

The third factor was called Structural Complexity. Its levels differed as
a function of Sound Class. For human vocalizations, four complexity
levelswere specified as (1) phonemes/syllables, (2)words, (3) sentences
and (4) discourse. For music, four complexity levels were specified as
(1) individual tones, (2) individual melodies, (3)melodies in a harmonic
context and (4) multi-instrumental pieces. The complexity levels for en-
vironmental sounds were not as differentiated as the complexity levels
for human vocalizations and music. For a comparison between environ-
mental sounds and human vocalizations, we roughly equated environ-
mental sounds with the complexity level 2 and thus used only spoken
words for this comparison. The number of studies for each sound class,
contrast and complexity is presented in Table 1.

Data analysis

Given the number of contrasts available for the different factors
and factor levels, three main comparisons were deemed feasible and
subjected to statistical analysis: (1) human vocalizations vs music,
(2) human vocalizations vs environmental sounds, and (3) human
vocalizations of different Structural Complexity (phonemes/syllables
vs words, words vs sentences, sentences vs discourse). The analysis
of these comparisons was done using two different approaches. First,
we followed the traditional approach taken by previous meta-analyses
(e.g., Kim, 2011; Lamm et al., 2011; Sabatinelli et al., 2011) using an in-
house Java version of GingerALE (Eickhoff et al., 2009; Turkeltaub et
al., 2012; www.brainmap.org) — a publicly available meta-analysis tool
based on the activation likelihood estimation (ALE) method developed
by Turkeltaub et al. (2002). Second, we modified the traditional ap-
proach by using GingerALE in conjunction with a matching procedure
aimed at equating study numbers for the factors and factor levels
Table 1
Number of studies for variables of interest.

Human
vocalizations

Music Environmental
sounds

Contrast category 1: stimulus>rest
Structural Complexity 1 17 25
Structural Complexity 2 23 3 21
Structural Complexity 3 19 3
Structural Complexity 4 10 2

Contrast Category 2: stimulus>different stimulus from the same sound class
Structural Complexity 1 16 10
Structural Complexity 2 27 6 14
Structural Complexity 3 15 2
Structural Complexity 4 2 4

Contrast Category 3: stimulus>different stimulus from a different sound class
Structural Complexity 1 15 30
Structural Complexity 2 32 7 18
Structural Complexity 3 43 2
Structural Complexity 4 13 3

Contrast Category 4: stimulus>same stimulus in another task
Structural Complexity 1 5 8
Structural Complexity 2 11 2 2
Structural Complexity 3 11 0
Structural Complexity 4 2 1

Totala 196 89 43

a The total number of studies listed here is NOT the sum of studies listed above. This
is because some studies performed multiple contrasts and included stimuli of different
sound classes or complexity levels. Hence, the sum of the total number of studies using
vocalizations, music and environmental sounds, respectively, is greater than the total
number of studies (N=297) included in this meta-analysis.
specified above. This was done to prevent our results from being con-
founded by the contribution of different methodological approaches as
captured by the factors Structural Complexity and Contrast Category. For
example, research on human vocalization has explored the phoneme/
syllable, word, sentence and discourse levels relatively evenly such
that the number of available studies for these levels of Structural Com-
plexity is fairly balanced (Table 1). In comparison, research on music
has explored the tone levelmore frequently than other levels of Structur-
al Complexity. Thus, a traditional, unmatched comparison of human vo-
calizations and music might reveal processing differences that arise
from differences in Structural Complexity rather than Sound Class. Our
second analysis addressed this concern. The results reported in this
paper were significant with both the traditional and the modified ap-
proach. Both approaches are described below.

For the traditional approach, activation foci for a particular Sound
Class were organized by study and Gaussian widths were calculated
as described by Eickhoff et al. (2009). Subsequently, a modeled acti-
vation (MA) map of activation likelihood was computed for each
study by taking the maximum probability associated with any one
focus of the study. The voxelwise union of the probabilities in all
the MA maps was then used to calculate an activation likelihood esti-
mation (ALE) map indicating the likelihood of a given voxel to be ac-
tivated (Turkeltaub et al., 2012). The ALE map was tested against a
null-distribution reflecting a random spatial association of MA maps
across studies (Eickhoff et al., 2009). Unless stated otherwise, we
used the false discovery rate (FDR) method for multiple comparison
correction with an FDR value of 0.05 (Genovese et al., 2002). For the
purpose of describing the activations for the different Sound Classes,
we subjected the thresholded ALE maps to the cluster analysis im-
plemented in GingerALE with a minimum cluster volume size of
15 mm3. We choose a minimum that only removed single-voxel clus-
ters in order to avoid overly stringent thresholding and to enable a
thorough exploration of Sound Class related effects. For the purpose
of describing Sound Class differences and differences between human
vocalizations of different Structural Complexity, we subjected the
thresholded ALE maps to the subtraction algorithm implemented in
GingerALEwith an FDR correctedp-value of 0.05. The results of this sub-
traction then underwent the same cluster analysis as was described for
the thresholded ALE maps above.

The modified analysis approach used a similar basic procedure as
the traditional approach with the exception that study numbers were
matched across conditions of interest before being subjected to
GingerALE. Specifically, we tried to match the number of studies for
levels of Structural Complexity and Contrast Category in the comparisons
of interest (i.e., human vocalizations vs music; human vocalizations vs
environmental sounds; human vocalizations of different structural
complexity levels) as to eliminate the influence of these factors on the
results. To this end, we checked which of the two conditions in a com-
parison had the smaller number of studies for a given level of Structural
Complexity and Contrast Category (Table 1). For example, the compari-
son of human vocalizations and music was collapsed over all levels of
Structural Complexity and Contrast Category, while keeping the absolute
number of studies for the levels of these factors comparable between
voice and music. We used the smaller number of studies (i.e., either
the number of studies available for human vocalizations or music) to
randomly select the same number of studies from the other condition
thus generating stimulus sets thatwere partiallyfixed and partially ran-
dom.As can be inferred fromTable 1, for human vocalizationswewould
select all available studies for Structural Complexity (SC) level 1/ Contrast
Category (CC) level 1, SC level 1/CC level 3, SC level 1/CC level 4, and SC
level 4/CC level 2. Thus, the studies selected for these levels were fixed.
For the remaining combinations of Structural Complexity and Contrast
Category, wewould randomly pick studies from the number of available
human vocalization studies to match the smaller number of available
music studies. To make full use of the available data and to reduce the
impact of outliers, we randomly created 100 such data sets for each
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1 All analyses were conducted 100 times drawing randomly from a pool of available
studies. Activations were considered significant, if they emerged in more than 95 cases
(see the Methods section for more details). For the analysis reported here, we reduced
this threshold to 80 cases.

Fig. 1. Z-maps with significant activation clusters for human vocalizations and music in neurological space (left=left). Z-coordinates for the axial slices are −24, −14, −4, 6, and
10 from left to right, respectively.
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condition. Returning to our example of the human vocalization/music
comparison, we would repeat 99 times the partially fixed/partially ran-
dom selection of studies for human vocalizations and music as de-
scribed above.

To examine the activation patterns in individual conditions, the data
sets derived in the previous step were subjected to GingerALE, which
produced thresholded ALE-maps as well as corresponding z-maps for
each data set. If appropriate (i.e., this did not apply for environmental
sounds as explained further below), we then performed a conjunction
analysis on the 100 z-maps considering a voxel significant if it was acti-
vated above threshold in 95 of the 100maps. The resulting conjunction
map was subjected to the cluster analysis implemented in GingerALE
with a minimum cluster volume size of 15 mm3. Between condition
comparisonswere conducted in twoways. First, we performed 100 sub-
traction analyses by subtracting the 100maps created for one condition
(e.g., human vocalizations) from the map(s) created for the other
condition (e.g., music) in a given comparison. In the comparison of
human vocalizations and music and the comparison of the different
voice complexity levels, we picked amap in one condition and random-
ly selected without replacement a map from the other condition for
subtraction. In the comparison of human vocalizations and environ-
mental sounds, we performed 100 subractions using the 100 voice
maps and the one map computed for environmental sounds. For envi-
ronmental sounds, study numbers were consistently smaller than for
human vocalizations such that they always entered the final contrast
set and no random selection was possible. Subtractions were done
using the algorithm implemented in GingerALE with an uncorrected
p-value of 0.05 and the results again subjected to a conjunction analysis,
which identified voxels that were significant in 95 out of 100 maps. Fi-
nally, the cluster analysis implemented in GingerALEwas applied to the
conjunction map using a minimum cluster volume size of 15 mm3.

By controlling formajor confounds such as Structural Complexity and
Contrast Category and conducting 100 randomly sampled analyses of
which 95 had to be significant, this second approach was very rigorous.
Moreover, it was potentially too conservative as the GingerALE subtrac-
tion algorithm already conducts 5000 permutations in which activa-
tions from the two conditions are randomly drawn and compared
thereby controlling for differences in study numbers (note that this
control does not addressmethodological confounds between the condi-
tions of interest). Thus, we chose a relatively liberal uncorrected p-value
of 0.05 here. To ensure that this liberal p-value did not lead to false-
positive activations, we only report activations that were significant
with both the traditional approach using an FDR corrected p-value
and the modified approach.
Results

Voice and music processing

As described in the Methods section, voice and music processing
were assessed by collapsing over the different levels of Structural
Complexity and Contrast Category while keeping the number of studies
for each level of these factors comparable between the two Sound
Classes. Moreover, we first examined each Sound Class separately and
subsequently performed a subtraction.

Human vocalizations produced two clusters (Fig. 1, Table 2, Supple-
mentary Material Map1). The first and larger cluster was located in the
left hemisphere with the largest extrema centering in theMTG and four
other extrema centering along the STG. The cluster extended from pri-
mary auditory cortex to STG/STS/MTG reaching into the posterior
insula, anteriorly into the temporal pole and posteriorly into the sup-
ramarginal gyrus. A second cluster was located in the right hemisphere
with three extrema along the STG. Like the left hemisphere cluster, it
extended from auditory cortex to STG/STS/MTG and reached into the
posterior insula, the anterior pole and the supramarginal gyrus. For vo-
calizations and the other sound types examined here, we conducted a
lateralization analysis. To this end, we flipped the coordinates for
voice activations on the X-axis for all 100 stimulus sets and subtracted
each flipped set from its original. The resultswere then subject to a con-
junction analysis as described in the Methods section. This approach
revealed no significant differences for vocalizations between the left
and right hemispheres. However, with a lower significance criterion,1

we observed a small cluster of greater activation likelihood in the left
hemisphere. The cluster was located in themedial aspect of the primary
auditory cortex.

Music produced four clusters (Fig. 1, Table 2, SupplementaryMaterial
Map2). The largest one was located in the right hemisphere and com-
prised extrema in STG/STS/MTG. It extended from the primary auditory
cortex to the posterior insula, the anterior pole and the supramarginal
gyrus. The first music cluster was thus comparable to the voice clusters
reported above. The second music cluster was located in the left hemi-
sphere. Its extremawere widely distributed across primary auditory cor-
tex, STG/STS, MTG and even included the ITG. Apart from these extrema,



Table 2
Comparison of vocalizations and music.

Cluster Activation extrema (BA) Talairach (x,y,z) Extent (mm3) Z Included subregions (BA)

Human vocalizations
1 L MTG (21) −53,−22,5 27,856 Inf L AC (41,42)

L STG (22) −54,−52,6 4.1 L temporal pole (38)
L STG (39) −46,−52,16 3.4 L MTG (37)
L posterior insula (13) −52,−44,18 3.2 L supramarginal gyrus (40)
L STG (22) −58,−48,14 3.2 L postcentral gyrus (43)

2 R STG (22) 53,−16, 2 22,488 Inf R MTG (21)
R STG (38) 48,8,−10 4.1 R AC (41,42)
R STG (38) 54,12,−16 3.1 R posterior insula (13)

R temporal pole (38)
R supramarginal gyrus (40)

Music
1 R MTG (21) 51,−27,6 27,008 Inf R AC (41,42)

R STG (22) 54,−6,−6 7.6 R posterior insula (13)
R MTG (21) 54,−44,10 5.3 R supramarginal gyrus (40)
R STG (38) 50,12,−8 3.8 R MTG (39)
R STG (38) 48,8,−16 3.3

2 L STG (22) −56,−17,2 26,120 Inf L AC (42)
L STG (22) −60,−28,6 7.8 L posterior insula (13)
L AC (41) −44,−28,10 7.6 L temporal pole (38)
L AC (41) −54,−26,8 7.5 L supramarginal gyrus (40)
L AC (41) −48,−26,8 7.2
L MTG (37) −52,−52,2 3.4
L MTG (21) −58,−40,−4 3.4
L ITG (37) −56,−56,0 3.4
L MTG (21) −50,0,−16 3.3

3 L fusiform gyrus (37) −44,−54,−10 96 3.1 NA
4 L MTG (39) −42,−68,18 88 3.4 NA

Human vocalizations>music
1 L AC (42) −60,−20,10 128 1.9 NA

L AC (41) −56,−18,12 1.8
2 L MTG −52,−32, 0 16 1.7 NA

Human vocalizations>music (syllables and tones only)
1 R MTG 62,0,−8 88 1.86 NA
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the second music cluster also included secondary auditory cortex, poste-
rior insula, anterior pole, and supramarginal gyrus. The third and the
forth clusters were located in the left fusiform gyrus and the left MTG, re-
spectively. A statistical comparison between hemispheres revealed two
regions that weremore likely activated in the left than in the right hemi-
sphere and two regions that were more likely activated in the right than
Table 3
Lateralization patterns — activation likelihood clusters that are greater in one hemisphere a

Cluster Activation extrema (BA) Talairach (x,y,z)

Human vocalizations (matched for comparison with music)
1 L AC (41)a −42,−32,10

Music
1 L Insula (13) −40,−28,20
2 L MTG (21) −66,−32,−2
3 R MTG (21) 49,−32,−1
4 R AC (42) 64,−18,12

Human vocalizations (matched for comparison with environmental sounds)
1 L AC (41) −34,−30,10

Environmental sounds
1 L STG (22) −54,−47,17

L MTG (21) −49,−41,13

2 L postcentral gyrus (40) −52,−24,16
3 L MTG (21) −58,−20,2

4 R fusiform gyrus (37) 50,−44,−8
5 L AC (41) −36,−30,16

a This activation showed at a lower significance criterion. It was significant in at least 80 o
significant in at least 95 of the 100 analyses conducted.
in the left hemisphere (Table 3). Compared to activations in the right
hemisphere, activations in the left hemisphere extendedmore posterior-
ly, dorsally and medially in the auditory cortex as well as more ventrally
and laterally in the MTG. Please note that the extension in the auditory
cortex compares to the subthreshold lateralization effect observed for
vocalizations. Compared to activations in the left hemisphere, activations
s compared to the other.

Extent (mm3) Z Included subregions (BA)

112 1.8 NA

456 2.1 L AC (41)
288 2 L MTG (22)
184 2 R MTG (22)
72 1.7 NA

40 1.7 NA

3224 3.7 L STG (13, 39)
3.5 L supramarginal gyrus (40)

L AC (41)
208 2.2 L AC (41)
144 1.8 L STG (22)

L AC (41)
112 2.3 R MTG (20)
64 1.9 L insula (13)

f the 100 analyses conducted for vocalizations. For all other tests activations had to be



Fig. 2. Z-maps with significant activation clusters for the subtraction analysis of human
vocalizations and music in neurological space (left=left). Areas marked in red reflect
greater activation likelihood for human vocalizations as compared to music. Coordinates
for coronal, sagittal and axial slices are provided in white.
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in the right hemisphere extendedmore laterally in the auditory cortex as
well as more ventrally and medially in the MTG.

A subtraction analysis of human vocalizations and music revealed
only two small clusters (Fig. 2, Table 2, Supplementary Material Map3).
Vocalizations were more likely than music to activate the left primary/
secondary auditory cortex and the left STS/MTG. A comparisonwith pre-
viously identified voice sensitive regions was achieved through visual
inspection of a voice localizer developed and used by Belin and others
(Belin et al., 2000; Frühholz et al., 2012). As this localizer was in MNI
space, Talairach coordinates from cluster peaks of the present study
Fig. 3. Z-maps with significant activation clusters for human vocalizations (i.e., words), envir
space (left=left). For the latter maps, greater activation likelihood for vocalizations is illustrate
in blue/green. Z-coordinates for the axial slices are −24, −14, −4, 6, and 10 from left to right
were converted to MNI coordinates in Matlab using non-linear trans-
formation (http://imaging.mrc-cbu.cam.ac.uk/imaging/MniTalairach). Vi-
sual identification of these coordinates on the MNI voice localizer
indicated that neither of the two clusters fell neatly within putative
voice regions. Instead, the first clusters bordered dorsally and the second
cluster ventrally. There were no brain regions more likely activated for
music than for vocalizations.

An additional subtraction analysis restricted to spoken syllables
and tones could not replicate the two voice clusters suggesting that
they were driven by higher order language processing. Compared to
tones, spoken syllables or phonemes were more likely to activate an
area in the right MTG. Again, this region failed to clearly fall within
previously identified voice regions (Supplementary Material Map4).
No regions were more strongly activated for tones than syllables.

Voice and environmental sound processing

As for the comparison between voice and music, we matched the
number of studies contributing to the comparison between voice and
environmental sounds. Additionally, we matched Structural Complexity
and Contrast Category by restricting the selection of voice studies to
those of spoken words and by equating study numbers at the four
Contrast Category levels as specified in the Methods section. Therefore,
the voice studies included here differ from those used for the music
comparison.

Nevertheless, we obtained voice activations comparable to those
reported above. Specifically, there were two clusters (Fig. 3, Table 4,
Supplementary Material Map5). The larger, left hemisphere cluster
had one extrema in the mid STG, one in the posterior insula and
one in the posterior STG. The cluster included primary and secondary
auditory cortices, postcentral gyrus, STS, and MTG reaching anteriorly
into the temporal pole and posteriorly into the supramarginal gyrus.
The second cluster was located in the right hemisphere with four
onmental sounds, and human vocalizations versus environmental sounds in neurological
d in red/yellow, while greater activation likelihood for environmental sounds is illustrated
, respectively.

http://imaging.mrc-cbu.cam.ac.uk/imaging/MniTalairach
image of Fig.�2
image of Fig.�3


Table 4
Comparison of vocalizations and environmental sounds.

Cluster Activation extrema (BA) Talairach (x,y,z) Extent (mm3) Z Included subregions (BA)

Human vocalizations
1 L STG (22) −52,−21,5 19,088 Inf L AC (41,42)

L posterior insula (13) −36,−38,18 3.4 L MTG (20, 21, 37)
L STG (22) −52,−54,6 3.2 L temporal pole (38)

L supramarginal gyrus (40)
L postcentral gyrus (43)

2 R STG (22) 56,−21,4 16,080 Inf R AC cortex (41,42)
R STG (22) 50,−12,4 7.1 R MTG (21)
R STG (22) 50,2,−4 4.9 R temporal pole (38)
R STG (38) 52,10,16 3.7 R posterior insula (13)

R precentral gyrus (40,43)

Environmental sounds
1 L MTG (21) −58,−24,4 26,576 Inf L AC (41,42)

L STG (22) −54,−6,−4 8.0 L temporal pole (38)
L STG (22) −54,−12,0 7.6 L posterior insula (13)
L STG (22) −48,−32,4 7.2 L MTG (37,39)
L MTG (21) −52,−42,6 6.7 L postcentral gyrus (43)
L STG (22) −62,−40,16 3.6 L ITG (19)

2 R STG (22) 56,−10,−2 18,360 7.6 R AC (42)
R AC (41) 58,−30,6 7.5 R posterior insula (13)
R MTG (21) 54,−44,−2 4.2 R precentral gyrus (43)
R fusiform gyrus (37) 46,−38,−12 4.1 R fusiform gyrus (20)
R temporal pole (38) 50,8,−10 3.8 R parahippocampal gyrus (36)

3 R temporal pole (38) 30,10,−30 344 4.1 NA
4 R MTG (21) 62,8,−16 216 3.5 NA

R temporal pole (38) 56,12,−20 3.5
5 R ITG (19) 50,−64,−4 208 3.9 R middle occipital gyrus (37)
6 L temporal pole (38) −40,6,−16 56 3.2 NA
7 L MTG (21) −40,−4,−32 40 3.2 NA
8 L ITG (20) −56,−28,−16 40 3.2 NA
9 L parahippocampal gyrus (36) −30,−26,−14 32 3.2 NA
10 L fusiform gyrus (37) 46,−50,−14 16 3.1 NA

Human vocalizations>environmental sounds
1 R AC (41) 48,−28,18 1784 2.8 R AC (42)

R STG (22)
R posterior insula (13)
R MTG (21)
R postcentral gyrus (40)

2 L STG (22) −48,−20,4 1296 2.9 L MTG (21)
L posterior insula (13) −40,−20,6 2.0
L AC (41) −42,−30,8 1.9

3 L AC (41) −38,−38,10 32 2 NA

Environmental sounds>human vocalizations
1 R fusiform gyrus (20) 40,−40,−14 472 2.8 R fusiform gyrus (37)

R parahippocampal gyrus (36)
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extrema distributed along the STG. It included primary and secondary
auditory cortices, posterior insula, precentral gyrus, STS, and MTG
reaching anteriorly into the temporal pole. A lateralization analysis
revealed again a small significant cluster in the medial aspect of the
auditory cortex that was more likely to be activated in the left as com-
pared to the right hemisphere (Table 3). This cluster was comparable
to the sub-threshold cluster observed in the lateralization analysis for
vocalizations and the significant cluster for music reported above.

Ten clusters emerged from the analysis of environmental sounds
(Fig. 3, Table 4, Supplementary Material Map6). The first cluster was
located in the left hemisphere and was about 40% larger than the
corresponding vocal cluster. Its extrema lay in mid and posterior STG
andposterior insula. It includedprimary and secondary auditory cortices,
MTG reaching anteriorly into the temporal pole and posteriorly into the
supramarginal gyrus. The second cluster was located in the left hemi-
spherewith extrema in the primary auditory cortex, STG/STS,MTG, tem-
poral pole and fusiform gyrus. It also included secondary auditory cortex,
posterior insula, precentral gyrus, and parahippocampal gyrus. Other,
smaller clusters were located in the temporal pole, MTG and ITG of the
right and left hemispheres as well as the left parahippocampal gyrus. A
lateralization analysis revealed significantly greater activation likelihood
in the left as compared to the right hemisphere. Specifically, there were
four clusters more strongly activated in the left as compared to the right
hemisphere. Theywere located in STG,MTG, postcentral gyrus, and audi-
tory cortex, respectively (Table 3). There was only one small cluster with
greater activation likelihood in the right as compared to the left hemi-
sphere. It was located in the fusiform gyrus.

The subtraction of voice and environmental sound activations re-
vealed the following results. Voice was more likely to activate audito-
ry regions in the right and left hemispheres (Supplementary Material
Map7). The right hemisphere cluster peaked in the primary auditory
cortex and included secondary auditory cortex, STG/STS, posterior
insula, MTG and the postcentral gyrus. The smaller left hemisphere
cluster had three extrema located in the STG, primary auditory cortex
and posterior insula. It reached into the STS andMTG. In a comparison
with previously reported voice-sensitive regions, we observed the
clusters identified here to be located more dorsally. Nevertheless, both,
especially the right-hemisphere cluster bled into putative voice regions
(Fig. 3). A third, small cluster was located in the left primary auditory
cortex outside putative voice regions. Environmental sounds were more
likely than vocalizations to activate the right fusiform gyrus (Fig. 3,
Table 4, Supplementary Material Map8).



Fig. 4. Z-maps with significantly greater activation likelihood for human vocal discourse as compared to spoken sentences in neurological space (left=left). Z-coordinates for the
axial slices are −29, −24, −14, −9, and −4 from left to right, respectively.
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Structural complexity effects during vocal processing

An analysis of structural complexity effects would be of interest for
sounds other than vocalizations. However, due to limitations of the
available data set, such an analysis was feasible for vocalizations only.
For the latter, we hypothesized an increase in activation likelihood
with increasing structural complexity. To test this, we compared in-
creasing levels of complexitymatched for contrast type and study num-
ber. This comparisonwas non-significant for phonemes/syllables versus
words and for words versus sentences. However, we observed five
significant clusters for the comparison of sentences versus discourse
(Fig. 4, Table 5, Supplementary Material Map9). The first two clusters
were located in the left temporal pole reaching into the inferior frontal
gyrus and the uncus. The other three clusters were located in the right
ITG, the right temporal pole/MTG and the left STG, respectively. All
these activations were greater for discourse than sentences. No signifi-
cant effects were observed for the opposite contrast.

Discussion

The present study sought to test current notions about temporal
lobe functional specialization. Of interest was whether and how activa-
tions elicited to human vocalizations differ from those elicited to other
sounds and how a sound's structural complexity shapes the spatial pat-
tern of activation. In the following we will discuss our findings with
respect to prominent sound class specific processing proposals in the
literature as well as proposals regarding neuroanatomical pathways
specialized for certain sound attributes or informational content.

Sound class specific processing

For social animals like humans, sounds produced by conspecifics
are probably more relevant than other sounds. Therefore, some have
postulated the evolution of brain mechanisms that are particularly
Table 5
Comparison of vocalizations of different complexity levels.

Cluster Activation extrema (BA) Talairach (x,y,z)

(1) Syllables>(2) words ns
(2) Words>(1) syllables ns
(2) Words>(3) sentences ns
(3) Sentences>(2) words ns
(3) Sentences>(4) discourse ns
(4) Discourse>(3) sentences
1 L temporal pole (38) −48,6,−14
2 L STG (38) −30,2,−32

L uncus (28) −28,4−32
L STG (38) −32,8,−30

3 R ITG (20) 56,−46,−8
R subgyral (37) 52,−48,−8

4 R temporal pole (38) 50,10,−22
R MTG (21) 50,4,−24

5 L STG (22) −46,−20,−4
adapted to within-species auditory communication (Belin, 2006;
Petkov et al., 2009). We tested this assertion by comparing vocaliza-
tions with other sounds. In a comparison with music, vocalizations
were more likely to activate the left primary and secondary audito-
ry cortices reaching into the STG and a small region within the left
STS/MTG. In a comparison with environmental sounds, vocaliza-
tions were more likely to activate auditory cortex bilaterally with
activations extending into the STS and MTG. Relative to the com-
parison with music, the latter effects differed somewhat in that
they were larger and more likely to overlap with putative voice re-
gions. Together, these results imply differential processing of the
voice. Contrary to previous work (Belin, 2006; Petkov et al.,
2009), however, they do not suggest voice regions that extend
anteriorly along the STG/STS. The STG/STS involvement observed
here differed morphologically from voice activations in previous
studies. It was primarily an extension of auditory cortex activations
and showed more consistently (i.e., in comparison with both music
and environmental sounds) in the left than in the right hemisphere.
Based on this and the observation that non-meaningful syllables did
not activate the regions mentioned above when compared with
single tones, we conclude that they primarily serve linguistic or
language specific acoustic processing as opposed to vocal process-
ing (see discussion below).

What could be reasons for the small and relatively inconsistent
voice regions found in the present meta-analysis? First, it is possible
that robust indicators for voice-sensitive processing emerge only
when vocalizations are contrasted with environmental sounds. More-
over, the music typically used in neuroimaging research (e.g., instru-
mental melodies) may be too similar to the voice to elicit substantial
auditory processing differences (Escoffier et al., 2012; Fedorenko et al.,
2009; Slevc et al., 2009). Although we cannot exclude this possibility,
we would like to note that research, which directly compared the
processing of human and non-human animal vocalizations, revealed
larger activity in the STG/STS for the former relative to the latter in
Extent (mm3) Z Included subregions (BA)

488 2.1 L inferior frontal gyrus (47)
216 1.7 NA

120 1.8 NA
1.8

80 1.7 NA
1.7

40 1.8 NA

image of Fig.�4
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human listeners (Fecteau et al., 2004). This suggests that voice
sensitive regions emerge even in a comparison with acoustically similar
stimuli.

Therefore, we would like to provide a second possible explanation
for the present results. This explanation derives from the nature of pu-
tative voice regions. Specifically, there is evidence from single cell-
recordings in non-human primates that these regions are not “pure”
in the sense that they support voice processing only (Perrodin et al.,
2011). Instead, they seem to maintain a mixture of voice-sensitive
cells and cells that show no voice sensitivity. Moreover, while the
voice-sensitive cells are particularly excited by vocal stimulation, they
also respond to non-vocal stimulation. Thus, previous observations of
voice regions in human functional imaging studies may be explained
by differences in activation strength rather than the location of activa-
tions elicited by vocalizations relative to other sounds.

The present study was designed to identify differences in location of
activations rather than activation strength. Using activation likelihood,
it compared the spatial distribution of voice activations with the spatial
distribution of activations from other sounds obtained in separate con-
trasts and studies. Thus, it could identify differences in spatial activation
patterns but was essentially blind to differences in activation strength.
Given that this approach resulted in little evidence for dedicated voice
regions, particularly in the comparison between voice and music, the
present findings corroborate the notion that the temporal lobe serves
as an all-purpose sound processor that is simply more excited by
human vocalizations. Due to their particular relevance, vocalizations,
like other social stimuli such as faces or interpersonal touch (Escoffier
et al., 2010; Schirmer et al., 2011; Vuilleumier et al., 2001), may trigger
bottom-up and/or top-down shifts in attention that enhance sensory
processing.

Support for this reasoning comes frompast research and the present
study. Specifically, past research showed that emotional vocalizations
elicit stronger activations in putative voice regions than do neutral
vocalizations that are arguably less relevant (Grandjean et al., 2005;
Schirmer et al., 2008). Furthermore, the present study found smaller
differences between vocalizations and music than between vocaliza-
tions and environmental sounds. Given that the kind of music typically
used in the studies that were examined here (e.g., instrumental melo-
dies) was more similar to vocalizations in terms of acoustic properties
and social relevance than were environmental sounds (Escoffier et al.,
2012; Remedios et al., 2009), music may also be more likely than envi-
ronmental sounds to engage both bottom-up and/or top-down atten-
tion to enhance sensory processing.

A second hypothesis tested in the present meta-analysis was that
speech and music processing are lateralized to the left and right hemi-
spheres, respectively. In line with previous evidence, we observed a
left-lateralization for speech. However, this lateralization effect was rel-
atively small and while significant at the word level showed only sub-
threshold when collapsed across phonemes/syllables, words, sentences
and discourse. Its location in the medial aspect of the primary auditory
cortex suggests that it arises fromhemispheric specialization in acoustic
feature processing (Zatorre and Belin, 2001) as opposed to linguistic
processing.

Surprisingly, this meta-analysis failed to reveal a clear right hemi-
sphere dominance for music. Although parts of secondary auditory cor-
tex and the MTG had a greater activation likelihood in the right as
compared to the left hemisphere, there were also two temporal regions
that showed the opposite pattern. One regionwas located in the prima-
ry auditory cortex and overlapped with the lateralization cluster
obtained for vocalizations. The other region was located in the MTG.
Both regions were numerically greater than the regions that showed
greater activation likelihood in the right hemisphere. Thus, left hemi-
sphere mechanisms seem to be equally if not more important than
right hemisphere mechanisms in the processing of music. The failure
to observe a right lateralization for music may be due to our restricted
focus on the temporal lobe. Perhaps such lateralization arises primarily
in frontal (Peretz et al., 1997; Yasui et al., 2009) and/or parietal regions
(Confavreux et al., 1992).

Notably, activations to both vocalizations and music were less
lateralized than activations to environmental sounds. Besides a left lat-
eralization in the medial aspect of the primary auditory cortex that
overlapped with the lateralization of vocalizations and music, environ-
mental sounds showed a left lateralization for large parts of the STG
and MTG. This conflicts with long standing notions of brain lateraliza-
tion that saw the left hemisphere specialized for speech (Broca, 1863;
Wernicke, 1874). However, these notions were derived primarily from
patients with hemispheric lesions rather than frommore recent neuro-
imaging research. Moreover, a re-visitation of deficits incurred by
hemispheric lesions has begun to challenge old models of hemispheric
specialization. Among others such efforts revealed that certain language
functions including the comprehension of prosody, irony and discourse
require both left and right hemispheremechanisms (Pell, 2006; Schirmer
et al., 2001; Winner et al., 1998). Based on this and the present meta-
analysis it seems that vocalizations and music are more likely to recruit
processing in both hemispheres than are environmental sounds. Being
less complex and non-communicative, the latter may be sufficiently rep-
resented by left hemispheremechanismswith only a partial contribution
from the right hemisphere.

Sound attribute specific processing

The anterior pathway
Previous work suggests that auditory processing involves an anteri-

orly directed pathway contained within the STG/STS supporting sound
recognition (Belin and Zatorre, 2000; Rauschecker and Tian, 2000).
The anterior extension of this pathway has been associated with factors
such as acoustic complexity (Binder et al., 2000; Schönwiesner et al.,
2005), sound intelligibility (Scott et al., 2000), and combinatory de-
mands (Friederici, 2012; Lau et al., 2008). In line with this, the present
study observed an anterior extension of activity within the STG/STS
for all sounds tested. Its function was assessed in two ways. The first,
and perhaps less appropriate, way was to compare speech with other
sounds matched for contrast type and combinatory complexity. The ra-
tionale for this comparison was that speech may be acoustically more
complex, due to its consonant/vowel structure and rich harmonic
changes (Price, 2010) and that this acoustic complexity would lead to
greater activation. In line with this, we observed greater activation in
the auditory cortex extending into the STG when comparing all vocali-
zations against music and spokenwords against environmental sounds.
Notably, however, these activations failed to demarcate a clear anterior
pathway but merely extended laterally and ventrally from the primary
auditory cortex. Moreover, no STG differences were observed in a con-
trast of phonemes/syllables and tones suggesting that the anterior path-
waymay be sensitive to sound features other than acoustic complexity.

A second way of elucidating anterior pathway function was to com-
pare vocalizations of different structural complexity levels. Surprisingly,
no differences emerged between syllables, words and sentences
suggesting that they equally engage superior temporal cortex anterior
to primary sensory regions (but see DeWitt and Rauschecker, 2012).
As onewould expect sentences to engagemore combinatorial processes
than words and syllables, the functions of the anterior pathway also do
not seem combinatorial in nature. Instead this pathway may support
sound recognition in general and was hence activated across the differ-
ent sound classes examined here. This would be in line with evidence
that the anterior pathway is sensitive to sound intelligibility (Scott et
al., 2000). Additionally, the anterior pathway may play a role in dis-
course semantic processing. The latter can be inferred from the present
finding that the bilateral temporal pole is more likely to be activated in
response to spoken discourse relative to other speech sounds. As this
activation was accompanied by activity in MTG and ITG one may spec-
ulate that the bilateral temporal pole is part of a widespread semantic
network that integrates anterior and ventral processing streams. This
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proposition is in line with the discovery of white matter fiber connec-
tions within the temporal lobe that connect MTG and ITG with anterior
temporal lobe and eventually inferior frontal regions via the external
capsule (Saur et al., 2008; Weiller et al., 2011).

The posterior pathway
All sounds investigated in the present study activated regions exten-

ding posteriorly from the auditory cortex along the STG/STS. Such a pos-
terior extension has been reported before and associatedwith a range of
functions. These functions include spatial processing (Rauschecker and
Tian, 2000; Zatorre et al., 2002), early mapping of sound to meaning
(Lau et al., 2008), perception of spectral change (Belin and Zatorre,
2000) and the activation of somatosensory and motor representations
for sound embodiment (Rauschecker and Scott, 2009). Due to method-
ological constraints, not all proposed functions could be examined here.
However, one may consider implications of the present results for the
processing of spectral change, sound-to-meaning mapping and sound
embodiment.

A potential role of the posterior pathway in spectral change may be
inferred from a comparison of sounds that entail much spectral change
with sounds that entail little spectral change. Here, we approximated
this comparison by contrasting spoken syllables with tones. As men-
tioned above, this contrast failed to activate the STG and thus did not
demarcate a posterior pathway. A potential role of the posterior path-
way in sound-to-meaningmapping,may be inferred from a comparison
of speech and other sounds. Such a comparisonmight isolate sound-to-
meaningmapping because listeners routinely assignmeaning to speech
but are less likely to do this for other sounds. Moreover, sound-to-
meaning mapping should be least likely for music where notes do not
neatlymap onto semantic concepts and intermediate for environmental
sounds whose source or underlying action is potentially recognizable
(e.g., door closing). If true, involvement of the posterior pathway should
be greatest for voice followed by environmental sounds and thenmusic
processing. The present findings do not fit this pattern. Although we
found differences between voice and environmental sound processing,
there were no differences between voice and music suggesting that the
posterior pathway does not specifically support sound-to-meaning
mapping. However, as we cannot exclude the possibility that sound-
to-meaning mapping is equally recruited for voice and music (Koelsch,
2005), rejecting sound-to-meaningmapping as a function for the poste-
rior pathway may be premature.

To gain insights into a potential role of the posterior pathway in
sound embodiment, we considered comparing sounds that are readily
embodied with sounds that are not. We reasoned that most of us are
highly proficient in imitating our native language, able to hum along a
tune but would have difficulties imitating environmental sounds such
as thunder or rain. Moreover, as the social relevance of these sounds
varies, somay the likelihood that we attempt imitation or embodiment.
If true and the posterior pathway supports sound embodiment, it
should bemore likely to be activated by vocalizations andmusic relative
to environmental sounds. In line with this, we found no differences be-
tween vocalizations andmusic, but a significant difference between vo-
calizations and environmental sounds in both hemispheres with the
right hemisphere difference extending more posteriorly than the left.

The ventral pathway
The last pathway to be mentioned here extends from primary

auditory cortex ventrally into the MTG and the inferior temporal lobe.
It has been proposed to support the storage of lexical representations
and/or conceptual information (Chandrasekaran et al., 2011; Hickok
and Poeppel, 2000; Lau et al., 2008). To test these proposals, we com-
pared speech with music and environmental sounds as this should iso-
late lexical processing most likely to occur for speech. In accordance
with our predictions, we found almost identical areas in the left MTG
when speech was compared with music and when it was compared
with environmental sounds. Interestingly, while the reversed
comparison between music and speech was non-significant, the com-
parison between environmental sounds and speech returned an area,
even more ventral than the above effect, in the right fusiform gyrus.
We suspect that this arose from a greater likelihood of environmental
sounds to activate visual conceptual information. Environmental
sounds always reference concrete concepts, whereas speech references
both concrete and, hard to visualize, abstract concepts (e.g., peace). Fur-
ther indication for the ventral pathway's role in conceptual processing
comes from the comparison of speech at different levels of combinatory
complexity. Specifically, conceptually rich discourse activated right ITG
more than sentences, words and syllables. Moreover, this area was in
relative proximity to the area identified for environmental sounds
suggesting that both serve similar roles.

Conclusions

Meta-analyses overcome many problems of individual-study neuro-
imaging research such as small sample sizes and the increased likelihood
of false positive results (Yarkoni et al., 2010). However, they also bear in-
herent dangers associated with data reduction (e.g., consideration of ac-
tivation peaks rather than all significant voxels) and potential confounds
(i.e., systematic differences in studies examining two, to be contrasted,
conditions). Therefore, meta-analyses cannot replace carefully designed
individual studies but simply provide an additional, birds-eye viewpoint.

From this viewpoint, we failed to observe some of the sound class
specific activation patterns reported in the literature and could not con-
firm many of the functions hitherto linked to anterior, posterior and
ventral processing streams. However, we found evidence for these
streams as well as some associated neurofunctional proposals. Based
on this evidence it seems that all sounds activate an anterior stream
that likely supports more general perceptual and/or discourse-level se-
mantic processes. A posterior stream appears to contribute to sound
embodiment, whereas a ventral stream appears relevant for the map-
ping of sounds to meaning and associated visual representations. One
characteristic, common across these three streams, is that they exist in
both hemispheres and are fairly bilaterally engaged especially for highly
relevant sounds such as vocalizations andmusic. A second characteristic
is that they are activated relatively independently of sound class and
sound attributes such as acoustic complexity, spectral change or combi-
natory complexity. Instead, all streams rely on stored memory repre-
sentations of perceptual, sentient or conceptual nature against which
incoming sounds are matched for identification. As these representa-
tions emerge through interactions with one's auditory environment,
the gross spatial organization of auditory processing within the tempo-
ral lobe is unlikely to depend on preexisting sound classes. Rather, it
seems to depend on an all-purpose auditory brain system and a lifetime
of sonic experiences.

Supplementary data to this article can be found online at http://
dx.doi.org/10.1016/j.neuroimage.2012.06.025.
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